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1. Introduction

As more organizations share information electronically, a common understanding of what is
needed and expected in securing information technology (IT) resources is required. This
document provides a baseline that organizations can use to establish and review their IT security
programs. The document gives a foundation that organizations can reference when conducting
multi-organizational business as well as internal business. Management, internal auditors, users,
system developers, and security practioners can use the guideline to gain an understanding of the
basic security requirements most IT systems should contain. The foundation begins with
generally accepted system security principles and continues with common practices that are used
in securing IT systems.

1.1 Principles

Many approaches and methods can be used to secure IT systems; however, certain intrinsic
expectations must be met whether the system is small or large or owned by a government agency
or by a private corporation. The intrinsic expectations are described in this document as

generally accepted system security principles. The principles address computer security from a
very high-level viewpoint. The principles are to be used when developing computer security
programs and policy and when creating new systems, practices or policies. Principles are
expressed at a high level, encompassing broad areas, e.g., accountability, cost effectiveness, and
integration.

1.2 Practices

The next level in the foundation is the common IT security practices that are in general use
today. The practices guide organizations on the types of controls, objectives and procedures that
comprise an effective IT security program. The practices show what should be done to enhance
or measure an existing computer security program or to aid in the development of a new
program. The practices provide a common ground for determining the security of an
organization and build confidence when conducting multi-organizational business. This
document provides the practices in a checklist format to assist organizations in reviewing their
current policies and procedures against the common practices presented here. Organizations
should use the practices as a starting point in order to develop additional practices based on their
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own organizational and system requirements. The common practices should be augmented with
additional practices based on each organization’s unique needs. The practices described in this
publication come from NIST Special Publication 800-A2) Introduction to Computer

Security: The NIST HandbooR hey are not intended to be definitive; as technology changes,

so will the practices.

1.3 Relationship of Principles and Practices

This document describes eight principles and fourteen practices. Each of the principles applies

to each of the practices. The nature of the relationship between the principles and the practices
varies. In some cases, practices are derived from one or more principles; in other cases practices
are constrained by principles. For example, the Risk Management Practice is directly derived
from the Cost-Effectiveness Principle. However, the Comprehensive and Reassessment
Principles place constraints on the Risk Management Practice.

While a mapping could be made to the specific relationships between the principles and the
practices, it is probably not useful. The important point is that the principles provide the
foundation for a sound computer security program.

1.4 Background

The National Performance Review (NPR) recommended as part of the National Information
Infrastructure (NII) that the National Institute of Standards and Technology (NIST) develop
generally accepted system security principles and practices for the federal government. These
security principles and practices are to be applied in the use, protection, and design of
government information and data systems, particularly front-line systems for delivering services
electronically to citizens.

The need for rules, standards, conventions and procedures that define accepted security practices
was outlined in the 1991 National Research Council docu@emputers At RiskTheir
recommendation called for the development of a comprehensive set of generally accepted system
security principles (GSSP) which would clearly articulate essential security features, assurances,
and practices. Work began on implementing@benputers At Riskecommendation in 1992
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by several national and international organizations with an interest in computer security. This
document draws upon their on going efforts.

1.5 Audience

This document has two distinct uses. The chapter covering principles is to be used by all levels
of management and by those individuals responsible for computer security at the system level
and organization level. The principles are intended as a guide when creating program policy or
reviewing existing policy. The common practices are intended as a reference document and an
auditing tool. The goal of this document is to provide a common baseline of requirements that
can be used within and outside organizations by internal auditors, managers, users and computer
security officers. The concepts presented are generic and can be applied to organizations in
private and public sectors.

1.6 Structure of this Document

This document is organized as follows: Chapter 2 presents the principles. Chapter 3 contains
the common IT security practices. Chapter 4 provides references used in the development of this
document.

1.7 Terminology

This document uses the terms information technology security and computer security
interchangeably. The terms refer to the entire spectrum of information technology including
application and support systems. Computer security is the protection afforded to an automated
information system in order to attain the applicable objectives of preserving the integrity,
availability, and confidentiality of information system resources (including hardware, software,
firmware, information data, and telecommunications).
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2. Generally Accepted System Security Principles

As the name implies, the principles are generally accepted -- that which is most commonly being
used at the present time to secure IT resources. The principles that this document offers are not
new to the security profession. They are based on the premise that (most) everyone applies these
when developing or maintaining a system
and they have become generally accepted
This document uses the Organization for OECD'sGuidelines for the Security of Information Systems

Economic Co-operation and Development' Accountability- The responsibilities and accountability of owners,
providers and users of information systems and other parties...shpuld

(OECD)Guidelines for the Security of be explicit.

Information Systems the base for the Awareness Owners, providers, users and other parties should
readily be able, consistent with maintaining security, to gain

princip|e5_ The OECD Guidelines were appropriate knowledge of and be informed about the existence afjd

general extent of measures...for the security of information syster

4

developed in 1992 by a group of _ _ - _
Ethics- The Information systems and the security of information
international experts to provide a foundatioln systems should be provided and used in such a manner that the fjghts
and legitimate interest of others are respected.
from which governments and the private
Multidisciplinary - Measures, practices and procedures for the
sector, acting singly and in concert, could || security of information systems should take account of and addrefs
. all relevant considerations and viewpoints....
construct a framework for securing IT
. . Proportionality- Security levels, costs, measures, practices and
systems. ThOECD Guidelinesre the procedures should be appropriate and proportionate to the value|pf
. . . . . and degree of reliance on the information systems and to the sevirity,
current international guidelines which have|| probability and extent of potential harm....
been endorsed by the United States. A briefintegration- Measures, practices and procedures for the security [pf
L . L . information systems should be coordinated and integrated with egch
description of the nine OECD principles is || other and other measures, practices and procedures of the
i i i . . organization so as to create a coherent system of security.
provided in Figure 1. Using the spirit of
. . L. Timeliness Public and private parties, at both national and
the Guidelines, NIST developed principles international levels, should act in a timely coordinated manner to
i . prevent and to respond to breaches of security of information sysiems.
which applies to federal systerhs. In
. . . ReassessmeniThe security of information systems should be
developing this set of principles, NIST dl’ejI‘ reassessed periodically, as information systems and the requirements
. . . |, for their security vary over time.
upon the OECD Guidelines, added materidl, ey
. .. Democracy The security of information systems should be
combined some principles, and rewrote compatible with the legitimate use and flow of data and informatigh
" in a democratic society.
others. Most of the rewriting and v
combining was done to provide clarity. Th

principles added by NIST are in keeping

\ Figure 1. OECD Guidelines

The eight principles originally appeared as the "Elements of Computer Security" in the NIST Special Publication 800-
12, An Introduction to Computer Security: The NIST Handbook.

4
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with the OECD principles but not directly stated. For example, NIST added the principle that
Computer Security Support the Mission of the Organization. Prior to developing these
principles, NIST thoroughly reviewed what is currently being accomplished in the IT Security
principles area. With much consideration, a determination was made that the U.S. Government
would benefit from its own set of principles.

The eight principles contained in this document provide an anchor on which the Federal
community should base their IT security programs. These principles are intended to guide
agency personnel when creating new systems, practices, or policies. They are not designed to
produce specific answers. The principles should be applied as a whole, pragmatically and
reasonably. Each principle is expressed as a one-line section heading and explained in the
paragraphs that immediately follow.

2.1 Computer Security Supports the Mission of the Organization

The purpose of computer security is to protect an organization's valuable resources, such as
information, hardware, and software. Through the selection and application of appropriate
safeguards, security helps the organization's mission by protecting its physical and financial
resources, reputation, legal position, employees, and other tangible and intangible assets.
Unfortunately, security is sometimes viewed as thwarting the mission of the organization by
imposing poorly selected, bothersome rules and procedures on users, managers, and systems.
On the contrary, well-chosen security rules and procedures do not exist for their own sake -- they
are put in place to protect important assets and support the overall organizational mission.
Security, therefore, is a means to an end and not an end in itself. For example, in a private-
sector business, having good security is usually secondary to the need to make a profit. Security,
then,ought toincrease the firm's ability to make a profit. In a public-sector agency, security is
usually secondary to the agency's providing services to citizens. Securitygubkntohelp

improve the service provided to the citizen.

To act on this, managers need to understand both their organizational mission and how each
information system supports that mission. After a system's role has been defined, the security
requirements implicit in that role can be defined. Security can then be explicitly stated in terms
of the organization's mission.
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The roles and functions of a system may not be restricted to a single organization. In an
interorganizational system, each organization benefits from securing the system. For example,
for electronic commerce to be successful, each participant requires security controls to protect
their resources. However, good security on the buyer's system also benefits the seller; the
buyer's system is less likely to be used for fraud or to be unavailable or otherwise negatively
affect the seller. (The reverse is also true.)

2.2 Computer Security is an Integral Element of Sound Management

Information and IT systems are often critical assets that support the mission of an organization.
Protecting them can be as important as protecting other organizational resources, such as money,
physical assets, or employees.

However, including security considerations in the management of information and computers
does not completely eliminate the possibility that these assets will be harmed. Ultimately,
organization managers have to decide what level of risk they are willing to accept, taking into
account the cost of security controls.

As with other resources, the management of information and computers may transcend
organizational boundaries. When an organization's information and IT systems are linked with
external systems, management's responsibilities extend beyond the organization. This requires
that management (1) know what general level or type of security is employed on the external
system(s) or (2) seek assurance that the external system provides adequate security for their
organization's needs.

2.3 Computer Security Should Be Cost-Effective

The costs and benefits of security should be carefully exarmrsath monetary and non-

monetary term$o ensure that the cost of controls does not exceed expected benefits. Security
should be appropriate and proportionate to the value of and degree of reliance on the IT systems
and to the severity, probability, and extent of potential harm. Requirements for security vary,
depending upon the particular IT system.



Principles and Practices
for Securing IT Systems

In general, security is a smart business practice. By investing in security measures, an
organization can reduce the frequency and severity of computer security-related losses. For
example, an organization may estimate that it is experiencing significant losses per year in
inventory through fraudulent manipulation of its IT system. Security measures, such as an
improved access control system, may significantly reduce the loss.

Moreover, a sound security program can thwart hackers and reduce the frequency of viruses.
Elimination of these kinds of threats can reduce unfavorable publicity as well as increase morale
and productivity.

Security benefits do have both direct and indirect costs. Direct costs include purchasing,
installing, and administering security measures, such as access control software or fire-
suppression systems. Additionally, security measures can sometimes affect system performance,
employee morale, or retraining requirements. All of these have to be considered in addition to
the basic cost of the control itself. In many cases, these additional costs may well exceed the
initial cost of the control (as is often seen, for example, in the costs of administering an access
control package). Solutions to security problems should not be chosen if they cost more, in
monetary or non monetary terms, directly or indirectly, than simply tolerating the problem.

2.4 Systems Owners Have Security Responsibilities Outside Their Own

Organizations

If a system has external users, its owners have a responsibility to share appropriate knowledge
about the existence and general extent of security measures so that other usererdatehée

that the system is adequately secure. This does not imply that all systems must meet any
minimum level of security, but does imply that system owners should inform their clients or
users about the nature of the security.
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In addition to sharing information about security, organization managers "should act in a timely,
coordinated manner to prevent and to respond to breaches of security" to help prevent damage to
others? However, taking such action shawdtljeopardize the security of systems.

2.5 Computer Security Responsibilities and Accountability Should Be Made
Explicit

The responsibility and accountabifity of owners, providers, and users of IT systems and other
partie§ concerned with the security of IT systems should be explicit. The assignment of
responsibilities may be internal to an organization or may extend across organizational
boundaries.

Depending on the size of the organization, the computer security program may be large or small,
even a collateral duty of another management official. However, even small organizations can
prepare a document that states organization policy and makes explicit computer security
responsibilities. This element daast specify that individual accountability must be provided

for on all systems. For example, many information dissemination systems do not require user
identification or use other technical means of user identification and, therefore, cannot hold users
accountable.

2 Organization for Economic Co-operation and Developn@ritlielines for the Security of Information Systems
Paris, 1992.

% The difference between responsibility and accountability is not always clear. In gespmisibilityis a broader
term, defining obligations and expected behavior. The term implies a proactive stance on the part of the responsible
party and a causal relationship between the responsible party and a given outcome. dteptertabilitygenerally
refers to theability to holdpeople responsible for their actions. Therefore, people could be responsible for their actions
but not held accountable. For example, an anonymous user on a system is responsible for behaving according to
accepted norms but cannot be held accountable if a compromise occurs since the action cannot be traced to an
individual.

* The ternother partiesmay include but is not limited to: executive management; programmers; maintenance
providers; information system managers (software managers, operations managers, and network managers); software
development managers; managers charged with security of information systems; and internal and external information
system auditors.

® This principle implicitly states that people and other entities (such as corporations or governments) have
responsibility and accountability related to IT systems which may be shared.

8



Principles and Practices
for Securing IT Systems

2.6 Computer Security Requires a Comprehensive and Integrated Approach
Providing effective computer security requires a comprehensive approach that considers a
variety of areas both within and outside of the computer security field. This comprehensive
approach extends throughout the entire information life cycle.

To work effectively, security controls often depend upon the proper functioning of other

controls. Many such interdependencies exist. If appropriately chosen, managerial, operational,
and technical controls can work together synergistically. On the other hand, without a firm
understanding of the interdependencies of security controls, they can actually undermine one
another. For example, without proper training on how and when to use a virus-detection
package, the user may apply the package incorrectly and, therefore, ineffectively. As a result,
the user may mistakenly believe that if their system has been checked once, that it will always be
virus-free and may inadvertently spread a virus. In reality, these interdependencies are usually
more complicated and difficult to ascertain.

The effectiveness of security controls also depends on such factors as system management, legal
issues, quality assurance, and internal and management controls. Computer security needs to
work with traditional security disciplines including physical and personnel security. Many other
important interdependencies exist that are often unique to the organization or system
environment. Managers should recognize how computer security relates to other areas of
systems and organizational management.

2.7 Computer Security Should Be Periodically Reassessed

Computers and the environments in which they operate are dynamic. System technology and
users, data and information in the systems, risks associated with the system, and security
requirements are ever-changing. Many types of changes affect system security: technological
developments (whether adopted by the system owner or available for use by others); connection
to external networks; a change in the value or use of information; or the emergence of a new
threat.

In addition, security imeverperfect when a system is implemented. System users and operators
discover new ways to intentionally or unintentionally bypass or subvert security. Changes in the

9
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system or the environment can create new vulnerabilities. Strict adherence to procedures is rare
and procedures become outdated over time. These issues make it necessary to reassess
periodically the security of IT systems.

2.8 Computer Security is Constrained by Societal Factors

The ability of security to support the mission of an organization may be limited by various
factors, such as social issues. For example, security and workplace privacy can conflict.
Commonly, security is implemented on an IT system by identifying users and tracking their
actions. However, expectations of privacy vary and can be violated by some security measures.
(In some cases, privacy may be mandated by law.)

Although privacy is an extremely important societal issue, it is not the only one. The flow of
information, especially between a government and its citizens, is another situation where
security may need to be modified to support a societal goal. In addition, some authentication
measures may be considered invasive in some environments and cultures.

Security measures should be selected and implemented with a recognition of the rights and
legitimate interests of others. This may involve balancing the security needs of information
owners and users with societal goals. However, rules and expectations change with regard to the
appropriate use of security controls. These changes may either increase or decrease security.

The relationship between security and societal norms is not necessarily antagonistic. Security
can enhance the access and flow of data and information by providing more accurate and reliable
information and greater availability of systems. Security can also increase the privacy afforded

to an individual or help achieve other goals set by society.

10
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3. Common IT Security Practices

The goal of this chapter is to assist the time-constrained security manager in reviewing their
current policies and procedures against the common practices presented here. The list is not
exhaustive; agencies should consider them as the minimum set. These practices are the ones
currently employed in an effective computer security program. They do not take into account
environmental or technological constraints, nor are they relevant to every situation. This chapter
should be augmented with additional practices based on each agencies' unique requirements.

The practices serve as a companion to the NIST Special Publication, 890@{h&oduction to
Computer Security: The NIST Handbo®keNIST Handbookontains over 200 pages of
assistance in securing computer-based resources. The document explains important concepts,
cost considerations, and interrelationships of security controls. It provides a broad overview of
computer security and is an excellent primer for anyone interested in computer security. The
NIST Handboolprovides the "why to" and served as the template for deriving the practices.

Each chapter of thRIST Handbookvas carefully reviewed to determine which sections denoted

a practice and which parts were explanation, detail, or example. The key points of each chapter
along with a short explanation were placed into a practice format. Some disparity exists,
however, in the way the practices are presented. In some sections, it was easy to provide a
checklist of what should be considered when, for example, an agency is developing a
contingency plan. It was much more difficult to design a checklist of practices for types of
technical controls, such as audit trails. In the audit trail section, the reader will find more of a
laundry list of what should be considered. Whether the section is a technical control or an
operational or management control, each section is formatted as a practice.

Each section begins with a brief explanation of the control and a synopsis of the practice. The
controls are then divided into subsections with practices listed below. Each practice appears

with a small box placed to the left of it. In most cases, the practice is followed with a brief
explanation or example. This section provides the "what" should be done, not the "why" or the
"how." Several documents should be referenced for further informationNIBieHandbook

should be used to obtain additional detail on any of the practices listed\NIFheHandbook

will easily map to this chapter since the chapters are placed in the same order as the subsections.

11
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Thehandbookalso provides many references for further study. This document aNiiShe
Handbookare available electronically as follows:

Anonymous ftp: csrc.nist.gov (129.6.54.11) in the directory nistpubs/800-12
URL: http://csrc.nist.gov/nistpubs/800-12
Dial-up with modem: 301-948-5717

In the early development of this chapter, NIST considered obtaining a copyright release for an
excellent practices document that originated in the United Kingdom. Copyright was not
obtainable; however, the document was referenced while preparing this chapt€@odehef

Practice for Information Security Managemeistwritten in a similar style and offers short

concise practices in IT security. It is highly recommended that this document be obtained as an
excellent source for additional information. The document is the British StandardA7C8€e

of Practice for Information Security Managemefbr ordering information, contact BSI

Standards at the following:

BSI Standards

389 Cheswick High Road
London W4 4AL

United Kingdom
44-181-996-9000

12
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3.1 Policy

The termcomputer security policlkas more than one meaning. Policy is senior management's
directives to create a computer security program, establish its goals, and assign responsibilities.
The term policy is also used to refer to the specific security rules for particular systems.
Additionally, policy may refer to entirely different matters, such as the specific managerial
decisions setting an organization's e-mail privacy policy or fax security policy.

Organizations should have the following three different types of policy: Program, Issue-
Specific, and System Specific. (Some organizations may refer to these types with other names
such as directives, procedures, or plans.)

3.1.1 Program Policy
An organization'rogram policyshould:

Create and Define a Computer Security Program.Program policy should be clear as
to which resources -- including facilities, hardware, and software, information, and
personnel -- the computer security program covers.

ﬂ Set Organizational Strategic Directions.This may include defining the goals of the
program. For instance, in an organization responsible for maintaining large mission-
critical databases, reduction in errors, data loss, data corruption, and recovery might be
specifically stressed.

ﬂ Assign Responsibilities.Responsibilities should be assigned to the computer security
organization for direct program implementation and other responsibilities should be
assigned to related offices (such as the Information Resources Management
organization).

Address Compliance IssuesProgram policy typically addresses two compliance
issues: 1) meeting the requirements to establish a program and the responsibilities

13
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assigned therein to various organizational components, and 2) the use of specified
penalties and disciplinary actions.

3.1.2 Issue-Specific Policy
An organization'sssue-specific policieshould:

[

Address Specific Areas.Topics of current relevance and concern to the organization
should be addressed. Management may find it appropriate, for example, to issue a policy
on how the organization will approach e-mail privacy or Internet connectivity.

Be Updated Frequently. More frequent modification is required as changes in
technology and related factors take place. If a policy was issued, for example, on the
appropriate use of a cutting-edge technology (whose security vulnerabilities are still
largely unknown) within the organization, it could require updating.

Contain an Issue Statement.The organization's position statement, applicability, roles
and responsibilities, compliance, and point of contact should be. clear

3.1.3 System-Specific Policy
An organization'system-specific policieshould:

[

Focus on Decisions. The decisions taken by management to protect a particular system,
such as defining the extent to which individuals will be held accountable for their actions
on the system, should be explicitly stated.

Be Made by Management Official. The decisions management makes should be based
on a technical analysis.

Vary From System to System.Variances will occur because each system needs defined
security objectives based on the system's operational requirements, environment, and the

14
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manager's acceptance of risk. In addition, policies will vary based on differing needs for
detail.

Be Expressed as Rules Who (by job category, organization placement, or name) can
do what (e.g., modify, delete) to which specific classes and records of data, and under
what conditions.

3.1.4 All Policies
All three types of policy should be:

[

Supplemented. Because policy may be written at a broad level, organizations also
develop standards, guidelines, and procedures that offer users, managers, and others a
clearer approach to implementing policy and meeting organizational goals. Standards,
guidelines, and procedures may be disseminated throughout an organization via
handbooks, regulations, or manuals.

Visible. Visibility aids implementation of policy by helping to ensure policy is fully
communicated throughout the organization.

Supported by Management. Without management support, the policy will become an
empty token of management's "commitment” to security.

Consistent. Other directives, laws, organizational culture, guidelines, procedures, and
organizational mission should be considered.

15
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3.2 Program Management

Managing computer security at multiple levels brings many benefits. Each level contributes to
the overall computer security program with different types of expertise, authority, and resources.
In general, executive managers (such as those at the headquarters level) better understand the
organization as a whole and have more authority. On the other hand, front-line managers (at the
computer facility and applications levels) are more familiar with the specific requirements, both
technical and procedural, and problems of the systems and the users. The levels of computer
security program management should be complementary; each can help the other be more
effective. Many organizations have at least two levels of computer security management; the
centrallevel and thesystemevel.

3.2.1 Central Security Program

A central security programshould provide distinct types of benefits: increased efficiency and
economy of security throughout the organization and the ability to provide centralized
enforcement and oversight. It should have the following:

ﬂ Stable Program Management Function.The program management function should be
stable and recognized within the organization as a focal point for computer security.
However complex or simple the program management function is, it requires a stable
base, including resources, to perform its activities.

ﬂ Existence of Policy. A program should be based on organizational policy and should
create policy, standards, and procedures, as appropriate to address the computer
security needs of the organization.

Published Mission and Functions StatementThe statement should clearly establish
the function of the computer security program and define responsibilities for the
computer security program and other related programs and entities. It is often a part of
organizational policy.

16
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Long-Term Computer Security Strategies. A program should explore and develop
long-term strategies to incorporate computer security into the next generation of
information technology.

ﬂ Compliance Program. A central computer security program needs to address
compliance with national policies and requirements, as well as organization-specific
requirements.

Intraorganizational Liaison. Computer security often overlaps with other offices, such
as safety, reliability and quality assurance, internal control, physical security, or the
Office of the Inspector General. An effective program should have established
relationships with these groups in order to integrate computer security into the
organization's management

ﬂ Liaison with External Groups. An established program should be knowledgeable of
and take advantage of external sources of information. It should also provide
information, as appropriate, to external groups.

3.2.2 System-Level Program

While the central program addresses the entire spectrum of computer security for an
organizationsystem-level computer security prograensure appropriate and cost-effective
security for each system. System-level computer security programs may address, for example,
the computing resources within an operational element, a major application, or a group of
similar systems (either technologically or functionally). They should have the following:

System-Specific Security Policy.The system policy should document the system
security rules for operating or developing the system, such as defining authorized and

unauthorized modifications.

ﬂ Life Cycle Management.Systems should be managed to ensure appropriate and cost-
effective security. This specifically includes ensuring that security is authorized by
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appropriate management and that changes to the system are made with attention to
security (also see Section 3.4).

Appropriate Integration with System Operations. The people who run the system
security program should understand the system, its mission, its technology, and its
operating environment. Effective security management needs to be integrated into the
management of the system. However, if a computer security program lacks appropriate
independence, it may have minimal authority, receive little management attention, and
have few resources.
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3.3 Risk Management

Risk is the possibility of something adverse happening. Risk management is the process of
assessing risk, taking steps to reduce risk to an acceptable level and maintaining that level of
risk. Risk management requires the analysis of risk, relative to potential benefits, consideration
of alternatives, and, finally, implementation of what management determines to be the best
course of action. Risk management consists of two primary and one underlying activity; risk
assessment and risk mitigation are the primary activities and uncertainty analysis is the
underlying one. An organization should consider the following when assessing risks.

3.3.1 Risk Assessment
Risk assessment, the process of analyzing and interpreting risk, is comprised of three basic
activities:

Determine the Assessment's Scope and MethodologVhe first step in assessing risk
is to identify the system under consideration, the part of the system that will be analyzed,
and the analytical method including its level of detail and formality.

ﬂ Collecting and Analyzing Data. The many different components of risk should be
examined. This examination normally includes gathering data about the threatened
area and synthesizing and analyzing the information to make it useful. The types of areas
are:

- Asset Valuation. These include the information, software, personnel, hardware, and
physical assets (such as the computer facility). The value of an asset consists of its
intrinsic value and the near-term impacts and long-term consequences of its
compromise.

- Consequence Assessment. The consequence assessment estimates the degree of harm
or loss that could occur.

- Threat Identification. A threat is an entity or event with the potential to harm the
system. Typical threats are errors, fraud, disgruntled employees, fires, water damage,
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hackers, and viruses. Threats should be identified and analyzed to determine the
likelihood of their occurrence and their potential to harm assets.

- Safeguard Analysis. Safeguard analysis should include an examination of the
effectiveness of the existing security measures.

- Vulnerability Analysis. A vulnerability is a condition or weakness in (or absence of)
security procedures, technical controls, physical controls, or other controls that could
be exploited by a threat.

- Likelihood Assessment. Likelihood is an estimation of the frequency or chance of a
threat happening. A likelihood assessment considers the presence, tenacity, and
strengths of threats as well as the effectiveness of safeguards (or presence of
vulnerabilities).

Interpreting Risk Assessment Results. The risk assessment must produce a
meaningful output that reflects what is truly important to the organization. The risk
assessment is used to support two related functions: the acceptance of risk and the
selection of cost-effective controls.

3.3.2 Risk Mitigation

Risk mitigation involves the selection and implementation of security controls to reduce risk to a
level acceptable to management. Although there is flexibility in how risk assessment is
conducted, the process of risk mitigation has greater flexibility than the sequence of events
conducted in a risk assessment. The following activities are discussed in a specific sequence;
however, they need not be performed in that sequence.

Select Safeguards.The identification of appropriate controls is a primary function of
computer security risk management. In selecting appropriate controls, the following
factors should be considered:

- organizational policy, legislation, and regulation;
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- safety, reliability, and quality requirements;

- system performance requirements;

- timeliness, accuracy, and completeness requirements;
- the life cycle costs of security measures;

- technical requirements; and

- cultural constraints.

Accept Residual Risk. Management needs to decide if the operation of the IT system is
acceptable, given the kind and severity of remaining risks. The acceptance of risk is
closely linked with the authorization to use a IT system, often called accreditation.
(Accreditation is the acceptance of risk by management resulting in a formal approval
for the system to become operational or remain so.)

IJ Implementing Controls and Monitoring Effectiveness. The safeguards selected need
to be effectively implemented. To continue to be effective, risk management needs to be
an ongoing process. This requires a periodic assessment and improvement of safeguards
and reanalysis of risks.

3.3.3 Uncertainty Analysis

Risk management must often rely on speculation, best guesses, incomplete data, and many
unproven assumptions. An uncertainty analysis should be performed and documented so that the
risk management results can be used knowledgeably. There are two primary sources of
uncertainty in the risk management process: (1) a lack of confidence or precision in the risk
management model or methodology, and (2) a lack of sufficient information to determine the
exact value of the elements of the risk model, such as threat frequency, safeguard effectiveness,
or consequences.
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3.4 Life Cycle Planning

Security, like other aspects of an IT system, is best managed if planniedtaghoutthe IT
system life cycle. There are many models for the IT system life cycle but most contain five
basic phases: initiation, development/acquisition, implementation, operation, and disposal.

3.4.1 Security Plan
Organizations should ensure that security activities are accomplished during each of the phases.

Prepare a Security Plan. A security plan should be used to ensure that security is
considered during all phases of the IT system life cycle.

3.4.2 Initiation Phase
During the initiation phase, the need for a system is expressed and the purpose of the system is
documented.

Conduct a Sensitivity AssessmentA sensitivity assessment looks at the sensitivity of
the information to be processed and the system itself.

3.4.3 Development/Acquisition Phase

During this phase, the system is designed, purchased, programmed, developed, or otherwise
constructed. This phase often consists of other defined cycles, such as the system development
cycle or the acquisition cycle. The following steps should be considered during this phase:

ﬂ Determine Security Requirements.During the first part of the development/
acquisition phase, security requirements should be developed at the same time system
planners define the requirements of the system. These requirements can be expressed as
technical features (e.g., access controls), assurances (e.g., background checks for system
developers), or operational practices (e.g., awareness and training).

Incorporate Security Requirements Into Specifications.Determining security
features, assurances, and operational practices can yield significant security information
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and often voluminous requirements. This information needs to be validated, updated,
and organized into the detailed security protection requirements and specifications used
by systems designers or purchasers.

Obtain the System and Related Security ActivitiesIf the system is being built,

security activities may include developing the system's security features, monitoring the
development process itself for security problems, responding to changes, and monitoring
threats. Threats or vulnerabilities that may arise during the development phase include
Trojan horses, incorrect code, poorly functioning development tools, manipulation of
code, and malicious insiders.

- If the system is being acquired off the shelf, security activities may include
monitoring to ensure security is a part of market surveys, contract solicitation
documents, and evaluation of proposed systems. Many systems use a combination
of development and acquisition. In this case, security activities include both sets.

- In addition to obtaining the system, operational practices need to be developed.
These refer to human activities that take place around the system such as
contingency planning, awareness and training, and preparing documentation.

3.4.4 Implementation Phase

During implementation, the system is tested and installed or fielded. The following items should
be considered during this phase:

Install/Turn-On Controls. While obvious, this activity is often overlooked. When
acquired, a system often comes with security features disabled. These need to be enabled
and configured.

Security Testing. System security testing includes both the testing of the particular parts
of the system that have been developed or acquired and the testing of the entire system.
Security management, physical facilities, personnel, procedures, the use of commercial
or in-house services (such as networking services), and contingency planning are
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examples of areas that affect the security of the entire system, but may have been
specified outside of the development or acquisition cycle

Accreditation. System security accreditation is the formal authorization by the
accrediting (management) official for system operation and an explicit acceptance of
risk. Itis usually supported by a review of the system, including its management,
operational, and technical controls.

3.4.5 Operation/Maintenance Phase

During this phase, the system performs its work. The system is almost always being
continuously modified by the addition of hardware and software and by numerous other events.
The following high-level items should be considered during this phase:

[

Security Operations and Administration. Operation of a system involves many

security activities discussed in this 